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ABSTRACT 

Within the evolution of perceptual audio coding, there is a long 
history of exploiting techniques for joint coding of several audio 
channels of an audio program which are presented simultaneously. 
The paper describes how such techniques have progressed over 
time into the recent concept of spatial audio coding, as it is under 
standardization currently within the ISO/MPEG group. As a sig-
nificant improvement over conventional techniques, this approach 
allows the representation of high quality multi-channel audio at 
bitrates of only 64kbit/s and below. 

1. INTRODUCTION 

During the recent decades, low bitrate audio coding has made 
significant progress and found its way into many multimedia 
applications. A number of relevant international standards, most 
prominently the ones originating from the well-known ISO/MPEG 
standardization group, have been developed ranging from the 
world’s first generic audio coding standard (MPEG-1 Audio [1] 
[2]) and its extensions (MPEG-2 Audio [3]) to recent audio coding 
technology (MPEG-2 Advanced Audio Coding, AAC, [4] [5] and 
MPEG-4 Audio [6]) and its latest extensions for perceptual coding 
[7] [8]. 

Even the very first of these standards acknowledged the im-
portance of efficient representation on two-channel stereo audio 
material by including several provisions which take advantage of 
joint coding of the audio channels, i.e. so-called joint stereo cod-
ing techniques. Since then, significant progress has been achieved 
in the area of joint stereo coding of two or more audio channels. 
This paper reviews some of the well-known approaches for joint 
stereo coding and discusses more recent techniques which over-
come many of the limitations inherent in previous schemes. Spe-
cial focus will be given to the recent idea of spatial audio coding, 
as it is currently under standardization within the ISO/MPEG 
audio group. Some indication for the expected performance of 
such spatial audio coding schemes is provided together with a 
range of attractive applications of this type of technology. 

2. JOINT STEREO CODING 

The goals of joint coding of stereo1 and multi-channel audio mate-
rial can generally be expressed as follows: 

                                                           
1 Throughout this paper, the term “stereo” will be used to refer to two-
channel stereophony. 

• Firstly, it should enable efficient coding of several audio chan-
nels by exploiting inter-channel redundancy / irrelevancy. 
Practically speaking, this means that a joint encoding of N au-
dio channels should result in significantly less than N times the 
bitrate required for encoding a single audio channel. 

• Secondly, there are cases for which good quality separate en-
coding of the individual audio channels does not at all lead to 
an unimpaired reproduction when all audio channels are pre-
sented simultaneously, i.e. for regular presentation of the audio 
material. This originates from perceptual phenomena relating 
to human spatial hearing and thus becomes relevant when en-
coding non-monophonic audio material. Proper joint coding of 
the involved audio channels addresses such perceptual phe-
nomena and enables unimpaired coding of such audio material. 

Starting around 1990/91, the first generations of joint stereo cod-
ing algorithms were designed with the intention of not signifi-
cantly increasing the computational (and structural) complexity of 
traditional audio coders. Thus, these algorithms operate on the 
spectral values available within the audio coder rather than em-
ploying an additional dedicated filterbank for their purpose. 
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Figure 1: Generic model of joint stereo encoding. 

 
Figure 1 shows the structure of a generic joint stereo enabled 
perceptual audio coder. On one hand, this includes two sets of 
functional blocks as they are known from single channel percep-
tual audio coding, i.e. filterbank, monophonic perceptual model, 
quantization/coding modules etc. In addition to these components, 
which by themselves would form a “dual mono perceptual coder”, 
joint stereo coding is performed then by a joint processing of the 
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spectral coefficients of the channel signals, plus an appropriate 
perceptually based joint stereo coding control. 

Historically, two approaches to joint stereo coding have been 
used extensively, namely M/S stereo coding and intensity stereo 
coding. Even though other concepts have been proposed over time 
(e.g. [9]), M/S stereo and intensity stereo have been predominant 
for around ten years of audio coding history. They are briefly 
outlined in the following. 

2.1. M/S Stereo Coding 

M/S stereo coding was introduced to low bitrate audio coding in 
[10]. A matrixing operation similar to the approach used in FM 
stereo transmission is used in the coder with the appropriate dema-
trixing in the decoder. Rather than transmitting the left and right 
signal, the normalized sum and difference signals are used which 
are referred to as the middle (M) and the side (S) channel. The 
matrixing (i.e. sum/difference) operation is carried out on the 
spectral coefficients of the channel signals and can be thus per-
formed in a frequency selective fashion. M/S stereo coding can be 
seen as a special case of a main axis transform of the input signal, 
rotating the input signals by a fixed angle of 45 degrees (see [11]). 
The main features of M/S stereo processing can be described as 
follows: 

• Redundancy vs. irrelevance removal: M/S stereo coding pro-
vides considerable coding gain for near-monophonic signals 
that often turn out to be critical for dual mono perceptual cod-
ers due to stereo unmasking effects (binaural masking level dif-
ferences [12] [13] [14]). Accordingly, M/S stereo coding is ac-
tivated/deactivated dynamically depending on the input signal. 
At the same time, such adaptive M/S stereo coding exploits ir-
relevance by ensuring proper spatial masking of the generated 
coding noise. 

• Perfect reconstruction: The sum/difference matrixing used in 
M/S joint stereo coding is invertible. In the absence of quanti-
zation and coding of the matrix output, the joint stereo process-
ing is completely transparent and can thus be applied also at 
high coder bitrates / audio quality levels without introducing 
artifacts. 

• Signal dependent saving: The coding gain of M/S stereo coding 
heavily depends on the actual signal. It varies from a maximum 
of nearly 50% in the case where the left and right channel sig-
nals are equal (or exactly out of phase) to situations where M/S 
must not be used because it would be more expensive than 
separate coding. 

• Full range application: Because M/S matrixing basically pre-
serves the full spatial information, it may be applied to the full 
audio spectral range without the danger of introducing severe 
artifacts. 

Within the family of ISO/MPEG Audio coders, M/S stereo coding 
has been used extensively within the well-known MPEG-1/2 
Layer 3 (“mp3”) (full band on/off switching) and within the 
MPEG-2/4 Advanced Audio Coder [5] in an enhanced fashion 
(individual switching for each scalefactor band). For use with 
multi-channel audio, M/S stereo coding is applied to channel pairs 
that are symmetric to the listener (front/back) axis. 

2.2. Intensity Stereo Coding 

A second important joint stereo coding strategy for exploiting 
inter-channel irrelevance is the well-known generic concept of 

“intensity stereo coding” [11] [15]. This idea has been widely 
utilized in the past for stereo and multi-channel coding under 
various names (“dynamic crosstalk”, “channel coupling”). 

Intensity stereo exploits the fact that the perception of high 
frequency sound components mainly relies on the analysis of their 
energy-time envelopes [12]. Thus, it is possible for certain types 
of signals to transmit a single set of spectral values that is shared 
among several audio channels with virtually no loss in sound 
quality. The original energy-time envelopes of the coded channels 
are preserved approximately by means of scaling the transmitted 
signal to a desired target level which needs to be carried out indi-
vidually for each frequency (scalefactor) band. In the sense of 
Figure 1, the stage for joint stereo processing would then consist 
of computing a single signal for transmission (e.g. by summing 
left and right hand channel) and associated scaling/angle data for 
each frequency band. The main features of intensity stereo coding 
can be described as follows: 

• Emphasis on irrelevancy reduction: Even though specific sig-
nals with a large correlation of left versus right time domain 
signal (such as pan-pot stereo mixed signals) can be repre-
sented well by using intensity stereo coding, the main emphasis 
of this technique is on the exploitation of irrelevancy at high 
frequencies. 

• Not perfectly reconstructing: While intensity stereo coding of 
pan-pot type stereo signals may lead to perfect reconstruction, 
this is not the case for general audio signals including uncorre-
lated signal components. Frequently, the potential loss of spa-
tial information is considered to be less annoying than other 
coding artifacts. Therefore, intensity stereo coding is mainly 
used at low bitrates in order to prevent annoying coding arti-
facts. 

• Significant datarate saving: For the frequency range where 
intensity stereo coding is applied, only one channel of the sub-
band data has to be transmitted. If we assume that intensity ste-
reo coding is applied for half of the spectrum, we can expect a 
saving of about 20% of the net bit-rate. In practise, the maxi-
mum saving is about 40%. 

• Useful only for the high frequency range: As explained above, 
intensity stereo encoding is used only for part of the spectrum. 
Extending intensity stereo processing towards low frequencies 
can cause severe artefacts, especially for signals with a wide 
stereo image composed of decorrelated components, such as 
applause [13]. Application of this technique thus has to be done 
in a carefully controlled way [15]. 

Within the family of ISO/MPEG Audio coders, intensity stereo 
coding has been used both for all MPEG-1/2 coders as well as 
within the MPEG-2/4 Advanced Audio Coder [5]. For multi-
channel audio coding, intensity stereo can be generalized by com-
bining the spectral coefficients of several audio channels into a 
single set of spectral coefficients plus scaling information for each 
channel. 

3. PARAMETRIC STEREO 

As a next step in the evolution of joint stereo perceptual audio 
coding, parametric stereo coding techniques have been proposed 
recently [16] [17] which further develop the basic idea of intensity 
stereo coding to overcome many of its original limitations: 

• Rather than the coder’s own filterbank, a dedicated (complex-
valued, not critically-sampled) filterbank is used to re-
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synthesize two channel stereo output from a transmitted mono 
channel. This avoids artefacts due to imperfect time domain 
alias cancellation, e.g. by time-varying scaling of spectral 
channels. 

• Besides level differences, also time differences between output 
channels can be re-created, thus also capturing time-delay 
stereophony, as it results from use of non-coincident micro-
phones. 

• In order to represent stereo content with a wide stereo image 
consisting of uncorrelated sound components, inter-channel 
coherence has been found to be an important perceptual cue 
[16] [21]. Use of this parameter enables parametric stereo 
schemes to reproduce wide sound images which led to image 
collapse with traditional intensity stereo schemes. 

As a consequence of these enhancements, parametric stereo 
schemes can operate on the full audio bandwidth and thus convert 
a monophonic signal transmitted by a base coder into a stereo 
signal. While development of such technology has originally been 
pursued in the context of the MPEG-4 parametric audio coder [8], 
the parametric stereo tool defined in this standard may also be 
applied in the context of the MPEG-4 HE AAC coder [7]. Since a 
detailed description of the parametric stereo tool is outside the 
scope of our discussion, it is left to a dedicated paper [19]. 

4. BINAURAL CUE CODING 

Although predating parametric stereo in publication history, the 
Binaural Cue Coding (BCC) approach [18] [20] [21] can be con-
sidered a generalization of the parametric stereo idea, delivering 
multi-channel output (with an arbitrary number of channels) from 
a single audio channel plus some side information. Figure 2 illus-
trates this concept. Several input audio channels are combined into 
a single output (“sum”) signal by a downmix process. In parallel, 
the most salient inter-channel cues describing the multi-channel 
sound image are extracted from the input channels and coded 
compactly as BCC side information. Both sum signal and side 
information are then transmitted to the receiver side, possibly 
using an appropriate low bitrate audio coding scheme for coding 
the sum signal. Finally, the BCC decoder generates a multi-
channel output signal from the transmitted sum signal and the 
spatial cue information by re-synthesizing channel output signals 
which carry the relevant inter-channel cues, such as Inter-channel 
Time Difference (ICTD, Inter-channel Level Difference (ICLD) 
and Inter-channel Coherence (ICC).  

Figure 3 shows the general structure of a BCC synthesis 
scheme. The transmitted (“sum”) signal is mapped to a spectral 
representation by a filterbank. For each output channel to be gen-
erated, individual time delays and level differences are imposed on 
the spectral coefficients, followed by a coherence synthesis proc-
ess which re-introduces the most relevant aspects of coherence / 
(de)correlation between the synthesized audio channels. Finally, 
all synthesized output channels are converted back into a time 
domain representation by inverse filterbanks. 

Since a detailed description of the BCC approach is beyond 
the scope of this paper, the reader should be referred to [22] for a 
recent treatment of this technology. 

Similar to parametric stereo, Binaural Cue Coding exhibits a 
number of marked advantages of simple intensity stereo coding by 
being able to recreate output signals with time differences and a 
wide sound stage consisting of uncorrelated components. Conse-
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Figure 2: Principle of Binaural Cue Coding. 

 

Figure 3: Binaural Cue Coding Synthesis (Principle). 
quently, BCC can be applied to the full audio frequency range 
without unacceptable signal distortion. Conversely, the traditional 
intensity stereo processing can be interpreted as a BCC type proc-
essing which is limited to ILD synthesis only and is subject to 
imperfect reconstruction due to the use of critically subsampled 
coder filterbanks. 

An alternative type of BCC has also been used to enable bi-
trate-efficient transmission and flexible rendering of multiple 
audio sources which are represented by a single transmitted audio 
channel plus some cue side information [20] [21]. 

5. TOWARDS MPEG SPATIAL AUDIO CODING 

This Section discusses the recent evolution of the previously de-
scribed concepts into a new generation of compatible multi-
channel representations, as it is currently under investigation 
within the ISO/MPEG standardization group. It includes a review 
of backward compatibility issues to non-multi-channel transmis-
sion, a snapshot of the current outline of the MPEG standardiza-
tion activities in this field and a discussion of the projected per-
formance of such schemes. 

5.1. Backward Compatible Multi-channel Representation 

From a functional perspective, the Binaural Cue Coding approach, 
as described in the preceding Section, offers two main features: 

• Most obviously, it enables a bitrate-efficient representation of 
multi-channel audio signals due to the fact that only one audio 
signal has to be sent to the decoder together with a compact set 
of spatial side information. Compared to a transmission of N 
discrete audio channel signals, this results in impressive bitrate 
savings (e.g. up to almost 80% for material in the common 5 
(3/2) channel audio format). 
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• BCC offers a bridging function between monophonic and 
multi-channel representation: The transmitted sum signal cor-
responds to a mono downmix of the multi-channel material and 
can be presented by receiving devices that do not support 
multi-channel sound reproduction. This enables listening to the 
transmitted signal on low-profile monophonic reproduction 
setups in a fully compatible way, i.e. without any change in 
transmission format. Conversely, BCC can also be used to en-
hance existing services involving the delivery of monophonic 
audio content towards multi-channel audio. 
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Figure 4: Principle of MP3 Surround Encoding [23]. 
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Figure 5: Principle of MP3 Surround Decoding [23]. 

 

In this sense, BCC can be also considered a method for representa-
tion of multi-channel audio which is fully backward compatible to 
a monophonic audio transmission (assuming that sending the 
spatial cues can be done in a compatible way). Since today’s 
consumer electronics equipment is based on 2-channel stereo-
phony rather than on monophonic audio, a good concept for a 
backward compatible representation of multi-channel on such 
devices needs to adopt two-channel stereo as its basic compatibil-
ity layer. This motivates the use of a stereo sound representation 
as the basis for a BCC-type algorithm which then could scale up 
the information contained in these channels towards a multi-
channel sound image. This concept can be summarized as follows: 

• Two audio channels are transmitted from the encoder to the 
decoder side forming a compatible stereo downmix of the 
multi-channel sound to be represented. 

• A BCC-type algorithm produces multi-channel sound at the 
decoder end by making best possible use of the information 
contained in the transmitted stereo downmix signal. 

• For systems using a low bitrate audio coder, the compact spa-
tial cue information can be embedded into the basic stereo bit-
stream in a compatible way, such that a standard stereo decoder 
is not affected. 

A first commercial application of this idea has recently been de-
scribed under the name MP3 Surround and is based on the well-
known MPEG-1/2 Layer 3 algorithm as an audio coder for trans-
mission [23]. Figures 4 and 5 illustrate the general structure of 
MP3 Surround encoding / decoding for the case of a 3/2 multi-
channel signal (L, R, C, Ls, Rs). As a first step, a two-channel 
compatible stereo downmix (Lc, Rc) is generated from the multi-
channel material by a downmixing processor or other suitable 
means. The resulting stereo signal is encoded by a conventional 
MP3 encoder in a fully standards compliant way. At the same 
time, a set of spatial parameters (ICLD, ICTD, ICC) is extracted 
from the multi-channel signal, encoded and embedded as surround 
enhancement data into the ancillary data field of the MP3 bit-
stream. On the decoder side, the MP3 Surround bitstream is de-
coded into a compatible stereo downmix signal that is ready for 
presentation over a conventional 2-channel reproduction setup 
(speakers or headphones). Since this step is based on a compliant 
MPEG-1 Audio bitstream, any existing MP3 decoding device can 
perform this step and thus produce stereo output. MP3 Surround 
enabled decoders will detect the presence of the embedded sur-
round enhancement information and, if available, expand the 
compatible stereo signal into a full multi-channel audio signal 
using a BCC-type decoder. 

5.2. Recent Standardization Activities 

The general idea of applying BCC-type processing to expand a 
compatible mono or stereo signal into multi-channel sound does 
not rely on the use of a particular type of audio coder. In fact, even 

PCM transmission of the compatible channels may be used to 
represent the downmix channel(s). Demonstrations of the pro-
posed paradigm with a number of well-known audio coders indi-
cated the practical viability of the approach, including the follow-
ing configurations: MPEG-1/2 Layer 3 + BCC (MP3 Surround at 
the 115th AES Convention New York 10/2003, 5 channel sur-
round at 192 kbit/s), MPEG-2/4 AAC + BCC (67th MPEG meet-
ing, Hawaii 12/2003, 5.1 multi-channel at ca. 140 kbit/s) and 
MPEG-4 High-Efficiency AAC + BCC (EBU workshop, Geneva 
2/2004, and NAB, Las Vegas, 3/2004; 5.1 multi-channel at about 
64 kbit/s). 

In the area of international standardization, the ISO/MPEG 
Audio group has noted these recent advances and their market 
potential and started a new work item on Spatial Audio Coding. 
This process aims at complementing the existing MPEG-4 AAC-
based general audio coding schemes with a tool for efficient and 
compatible representation of multi-channel audio. It addresses 
both technology that expands stereo signals into multi-channel 
sound (called “2-to-n” scheme) and the more traditional mono 
variant (called “1-to-n” scheme). The key requirements are [24]: 

• Best possible approximation of original perceived multi-
channel sound image 

• Minimal bitrate overhead compared to conventional transmis-
sion of 1 or 2 audio channels 

• Backward compatibility of transmitted audio signal with exist-
ing mono or stereo reproduction systems, i.e. the transmitted 
audio channels shall represent a compatible (mono or stereo) 
audio signal representing all parts of the multi-channel sound 
image 

• Independence from specific audio coding technology (among 
other transmission schemes the technology is expected to also 
support MPEG-4 AAC and HE-AAC profile coders) 
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• Single unified architecture for both “1-to-n” and “2-to-n” proc-
essing 

As of the time of writing of this paper, the MPEG group has is-
sued a “Call for Proposals” (CfP) at its 68th meeting in March 
2004 [24]. Submissions in response to this call are collected at the 
July meeting, and the selection of the first Reference Model (RM) 
is scheduled for October 2004. The final result of the standardiza-
tion process can be expected to be available after a work period of 
ca. 2 years following these initial activities. 

5.3. Performance Expectations 

Looking at the underlying technological approach it becomes clear 
that Spatial Audio Coding avoids an expensive discrete transmis-
sion of the multi-channel signal by extensively relying on percep-
tual principles to “multiplex” the presented audio channels into a 
significantly lower number of transmitted channels. This certainly 
raises the question about the subjective quality which can be 
achieved by the new approach. Generally, for the case of the 
stereo-compatible (“2-to-n”) systems, some performance expecta-
tion of the Spatial Audio Coding schemes can be derived from the 
following considerations: 

• In Spatial Audio Coding with two transmission channels, the 
multi-channel sound image is multiplexed (downmixed) into a 
stereo signal and expanded again at the decoder side. This is 
analogous to the well-known formats for matrixed surround, 
such as Prologic, Logic 7 etc. 

• Contrary to such matrixed surround formats, however, the Spa-
tial Audio Coding approach has access to some side informa-
tion in order to support the reconstruction of the multi-channel 
sound image at the decoder side. Usage of this side information 
potentially results in a significant improvement over matrixed 
surround systems and removes the need for manipulating phase 
information for successful multi-channel encoding. 

Consequently, the expected performance ranges between that of 
matrixed surround systems and a fully discrete transmission (at a 
significantly higher bitrate). Ideally, the improvement due to the 
transmission of side information might deliver a system perform-
ance approaching that of a fully independent transmission of 
multi-channel material, i.e. a discrete surround format. 

First test results for the subjective quality of a Spatial Audio 
Coding scheme can be found in [23]. Carried out with a test meth-
odology that allows a critical comparison of sound characteristics 
among several test conditions (MUSHRA [25]), the tests show 
promising results indicating the viability of the Spatial Audio 
Coding approach. Using a consumer grade MP3 codec running at 
a bitrate of 192 kbit/s stereo including spatial side information, the 
test outcome can be summarized as follows: The Spatial Audio 
Coding system achieved an overall quality that is significantly 
higher that a widely used system for matrixed surround coding 
(Dolby Prologic 2, without any low-bitrate coding). The quality of 
the spatial audio encoded/decoded signals was mostly rated within 
the “excellent” range of the grading scale. While test listeners 
frequently reported clear changes in the perceived sound stage for 
the matrixed surround format, such degradation was not noted for 
the spatial audio system. 

In comparison to stereo compatible spatial audio coding, for 
which part of the original sound stage information is still con-
veyed in the downmix channels, mono compatible spatial audio 
coding (“1-to-n”) systems have to reconstruct the entire spatial 
sound image only from the compact spatial cue information. 

While current research aims at further improving the spatial syn-
thesis process, it will be interesting to learn about the level of 
fidelity that ultimately can be reached by such techniques. At this 
time, results of rigorous tests for “1-to-n” schemes are available 
only for the special case of parametric stereo coding (i.e. “1-to-2”) 
in the context of a particular application and coder [26]. 
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Figure 6:  Bitrates [kbit/s] necessary for “good quality” audio 
coding of 5.1 content. 

 

Besides a discussion of achieved subjective audio quality, it is also 
instructive to look at the long term development / evolution of 
bitrates required for “good quality” coding (i.e. an audio quality 
that would be acceptable to average users for day-to-day use) of 
5.1 channel material over time. An estimate of these bitrates is 
depicted in Figure 6 for different multi-channel audio coding 
algorithms as they emerged over time. Firstly, the multi-channel 
Layer 3 codec defined within the MPEG-2 Audio specification 
provided such a quality at a rate of ca. 320 kbit/s when run in non-
matrixed mode (this codec was never brought into broad commer-
cial application). Around six years later, a similar performance is 
shown by the MPEG-4 Advanced Audio Coding (AAC) scheme at 
rates around 220 kbit/s owing to its numerous refinements com-
pared to the original Layer 3 scheme. Another significant step 
forward in compression performance for “good quality” audio 
coding is marked by the adoption of the “Spectral Band Replica-
tion” (SBR) technology by MPEG [7], leading to the so-called 
High-Efficiency AAC (HE-AAC) coder which demonstrated 5.1 
sound at rates of 128-160 kbit/s. Recent demonstrations (e.g. at the 
NAB 2004) have shown that a combination of this most efficient 
audio codec with Spatial Audio Coding technology provides 
another break-through by enabling 5.1 multi-channel sound at 
bitrates of 64 kbit/s and even lower. This is certainly a level of 
compression performance that could not have been conceived a 
few years ago and will enable many applications for multi-channel 
distribution even over severely bandwidth limited channels. 

6. APPLICATIONS OF SPATIAL AUDIO CODING 

The main application areas of spatial audio coding schemes are 
related to the two most prominent features of this approach: 
Firstly, efficient representation of multi-channel audio with a 
compression efficiency significantly beyond that of discrete multi-
channel coding opens the door for introducing surround sound 
also for applications with clear limitations in available bandwidth. 
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Secondly, the backward compatibility of spatial audio coding 
schemes allows existing (mono or stereo) audio distribution infra-
structures to be seamlessly extended to surround sound without 
disrupting the operation of existing receivers. Examples for prom-
ising application areas include music download services, stream-
ing music services / Internet radios, Digital Audio Broadcasting, 
multi-channel teleconferencing and audio for games. 

7. CONCLUSIONS 

Even after almost two decades of active research and development 
work in the area of perceptual audio coding, progress continues. 
This paper reviewed the evolution of techniques for joint coding 
of several audio channels from well-known simple joint stereo 
coding techniques to the recent trend on compact representation of 
multi-channel audio. Based on a generalized Binaural Cue Coding 
approach, such schemes for the first time offer high quality multi-
channel sound at bit-rates of only 64 kbits/s and below when 
combined with state-of-the-art audio coding schemes. At the same 
time, the backward compatibility inherent in this approach prom-
ises to bring surround sound to existing applications without 
disruption of regular service. Standardization of this type of tech-
nology is on its way. 
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