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ABSTRACT
In sound rendering systems using loudspeakers, the listening

room adds echoes not considered by the reproduction system, thus
deteriorating the rendered audio signal. Specifically, Wave Field
Synthesis is a 3D audio reproduction system, which allows syn-
thesizing a realistic sound field in a wide area by using arrays of
loudspeakers. This paper proposes a room compensation approach
based on a multichannel inverse filter bank calculated to compen-
sate the room effects at selected points within the listening area.
Time domain and frequency domain algorithms are proposed to ac-
curately compute the bank of inverse filters. A comparative study
between these algorithms by means of laboratory experiments is
presented.

1. INTRODUCTION

Nowadays, one of the most promising audio reproduction system
is the Wave Field Synthesis (WFS) [1], where sound field is syn-
thesized in an wide area by means of arrays of loudspeakers. This
system allows WFS to reproduce an acoustic field inside a volume
from the signal recorded on a given surface.

Some of the main problems to implement WFS are related to
the interaction of the array with the listening room. The listening
room introduces new echoes that are not included in the signal to
be reproduced, altering the synthesized sound-field and reducing
the spatial effect, and thus, the promised potentiality of this sys-
tem.

Recently, some developments have been carried out in order
to reduce room reflections using a bank of filters before the arrays,
by means of a wave domain approach [2], [3]. In contrast to these
previous works, we propose a new approach to WFS compensa-
tion based on direct solutions of the multichannel inverse filtering
problem obtained in time and frequency domain to compensate the
room effects at certain control points within the listening area.

Next section briefly introduces the theory related to WFS and
multichannel inversion obtained in both time and frequency do-
mains. Section 3 explains the developed experiment in our lab-
oratory and shows some results of the time and frequency em-
ployed algorithms. Finally, the conclusions of both methods are
presented.

2. THEORY

Firstly, a brief explanation of the Wave Field Synthesis (WFS) sys-
tem will be given. In section 2.2, an introduction to Multiple-
Input-Multiple-Output systems will be commented. Afterwards,

the room compensation algorithm would be particularized to WFS.
Section 2.4 explains the matrix construction and Toeplitz solver
for filter inversion in time domain algorithms. At last, the fast and
approximated frequency domain method will be described in sec-
tion 2.5.

2.1. Wave Field Synthesis

Wave Field Synthesis is a method of sound reproduction, based on
fundamental acoustic principles [1],[4]. It enables the generation
of sound fields with natural temporal and spatial properties within
a volume or area bounded by secondary sources (arrays of loud-
speakers). This method offers a large listening area with uniform
and high reproduction quality.

The theoretical basis of WFS is given by the Huygens’ prin-
ciple. According to this, the propagation of a wave front can be
described by recursively adding the contribution of a number of
secondary point sources distributed along the wave front. This
principle can be used to synthesize acoustic wave fronts of an ar-
bitrary shape.

A synthesis operator for each loudspeaker can be derived. The
general 3D solution can be transformed into the2-D solution, which
is sufficient for reconstructing the original sound field in the plane
of listening [5],[6],[7]. For that purpose a linear array of loud-
speakers is employed to generate the sound field of virtual sources.

The field rendered by a source at a point R within the area
surrounded by the loudspeakers can be expressed as equation (1).

P (rR) =

N∑
n=1

Qn(w)
e−jk4r

4r
(1)

where e−jk4r

4r
represents the free field propagation between

the secondary sources (loudspeakers) and the point R within the
listening area.Qn(w) corresponds to the expression of the nth
loudspeaker driving signal for a rendering system of N loudspeak-
ers. These driving signals are dependent on the virtual source,
loudspeakers and listening area positions [5].

Because of the separation between the loudspeakers, a spatial
aliasing frequency exists. This frequency is given by equation 2.

fal =
c

2∆x sinΘmax
(2)

wherec is the speed of sound,∆x represents the separation
between loudspeakers andΘmax corresponds to the maximum an-
gle of incidence of the synthesized wave field relative to the loud-
speaker array.
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2.2. MIMO Systems

A system with multiple linearly related inputs and outputs is commonly
denoted as a MIMO system (Multiple-Input-Multiple-Output). The
relation between each input and each output is described by a lin-
ear time invariant (LTI) system, and so by its corresponding im-
pulse response. Therefore, a MIMO system of L inputs and M
output is comprised of MxL impulse responses.

The inverse filtering problem in practical multichannel audio
reproduction systems, basically consists in designing a matrixH
of digital finite duration filters (each column ofH represents a
different vector of filters for each signal to be rendered), whose
convolutions with the signal transmission channels (matrixC), or
electroacoustic system matrix, best approximates a desired res-
ponse (matrixA). Figure 1 shows a diagram of a typical multi-
channel inversion problem.
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Figure 1:Multichannel inverse filtering problem.

Figure 1 illustrates a multichannel deconvolution problem where
matrix C represents the actual transmission channels and matrix
H is the bank of inverse filters used for deconvolution. TheK
program signals to be rendered are represented in figure 1 asUk,
the L signals that feed the transducers are denoted asVl and the
K desired signals at the reception points areDm. The differ-
ence between the received signals, represented byWm, and the
desired signals are named error signals and denoted byEm. Dri-
ving signals pass through inverse filters prior to feed the transmis-
sion channels. This configuration is typical in multichannel sound
reproduction systems where inverse filters are usually calculated
by the least squares method in time domain [8].

The calculation of the inverse filters can be carried out in a
setup stage because the main room reflections can be considered
invariant for each specific room.

Different methods have been proposed to obtain the bank of
correction filters. Some compute an approximate solution in time
domain [9] and others compute an approximate solution in fre-
quency domain using Fast Fourier Transforms (FFT) [10].

2.3. Application to room compensation in WFS rendering sys-
tems

Figure 2 represents the block diagram of the multichannel inverse
filtering for WFS. The filter matrixH is calculated using the trans-
mission channels responses, which are measured a priori (matrix

C), and the desired signals at the listening or reproduction points.
The input signals to the matrixA and the matrixH are not the
original sound, but the excitation signals for the secondary sources
provided by the WFS rendering algorithm. The filter matrixH
must be composed ofL × L inverse filters in the case of a WFS
system.
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Figure 2:Room correction system for WFS.

Using this approach the room compensation system is inde-
pendent of the WFS rendering algorithm at the previous stage. The
number of inputs to the MIMO WFS compensation system will be
equal to the number of loudspeakers.

2.4. Matrix Construction and Toeplitz Solver

A typical problem in signal processing consists in the computation
of inverse FIR filter banks in order to equalize a given MIMO sys-
tem. This is commonly called multichannel deconvolution. The
algorithm used in this paper can cope with time domain decon-
volution problems where a huge set of linear equations must be
solved to design good filters under the least squares error criterion.

For our specific case, the block diagram of figure 2 can be de-
scribed by means of the following set of equations in time domain:
A = CH, whereC is composed ofM × L blocksCij andH is
composed ofL×L vectorshjk, [11]. Each blockCij is a Toeplitz
matrix that carries out convolutions with theijth channel. Each
product between matrixCij and vectorhjk performs the convo-
lution betweenijth transmission channel andjkth inverse filter.
Bank of filters is usually calculated by the least squares method
solvingCT CH = CT A. The symmetric matrixCT C is given
by,

CT C =


∑M

m=1 Rm1 m1 . . .
∑M

m=1 RmL m1∑M
m=1 Rm1 m2 . . .

∑M
m=1 RmL m2

...
...∑M

m=1 Rm1 mL . . .
∑M

m=1 RmL mL

 (3)
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whereRij kl = CT
ijCkl is a Toeplitz matrix.

Therefore matrixCT C is composed ofL×L blocks ofnh×
nh elements. Each block has a Toeplitz structure. In the case of
WFS, the multichannel system hasL input signals from the WFS
matrix. There will beL different sets of equations with different
right-hand side, the columns ofCT A, but sharing the same main
matrix,CT C.

Furthermore, the main matrix has a Toeplitz-block structure.
This structure itself does not allow the employment of efficient so-
lution techniques. However, performing simple rows and columns
permutations, a Block Toeplitz matrix can be achieved from the
Toeplitz-block one. Thus a generalization of thefast methods
used in the scalar Toeplitz case can be used for solving the Block
Toeplitz case.

While the solution of a general linear equations set of ordern
requiresO(n3) operations, there exist several methods for taking
advantage of the structure of a Toeplitz matrix. We refer to the well
known Levinson and Trench asfastToeplitz solvers because they
requireO(n2) arithmetic operations for the solution of ann × n
Toeplitz set of equations.

In order to save computation time, we solve the generic equa-
tions setRh = [1, 0, . . . , 0]T using Durbin’s algorithm [12]. This
algorithm exploits the simplified form of the right-hand side and
provides a further computational cost reduction compared to Levin-
son algorithm. Durbin algorithm provides first column of the in-
verse matrix with a computational saving of 50% compared to
the general case. In order to solve the set of equations for each
program signal, the Gohberg-Semencul formula [13] can be used.
More details about this algorithm can be found in [11].

2.5. Fast Deconvolution using Regularization

As an alternative to the computation of multichannel inverse filter
in time domain, a fast deconvolution method was proposed in [10].
Fast deconvolution computes the inverse filters in frequency do-
main, taking profit of the FFT. The main benefit of the algorithm
is the reduction of the computation time.

In frequency domain, the matrixH (or control filter matrix)
which minimizes the quadratic error between the desired response
(matrixA) and the room response (matrixC) is given by:

HLSE(z) = [CT (z−1)C(z) + βI]−1CT (z−1)A(z) (4)

whereβ is the regularization parameter, which allows that
CHC+ βI was no singular forβ > 0. Although a highβ implies
a more biased solution to the original least squares problem.

A detailed explanation of the fast deconvolution method can
be found in [10]. This method has proved to be very useful and
easy to use, but can suffer from circular convolution effects when
the inverse filters are not long enough compared to the duration
of the responses of the transmission channels, as will be shown in
section 3.

3. EXPERIMENT AND RESULTS

The purpose of the laboratory experiments was to validate the
multichannel inversion of MIMO systems computed using Block
Toeplitz solvers in time domain and fast deconvolution in frequency
domain as a possible practical solution to room compensation for

WFS reproduction systems. The section 3.1 explains our devel-
oped laboratory experiment. Following, results for this laboratory
experiment are shown.

3.1. Experiment Setup

In our prototype an U-shaped WFS array of 32 loudspeakers with
a separation of18cm was installed in a real room of dimensions
3 × 4 × 2.5m. The room is slightly acoustical conditioned with
reflections in walls, ceiling and floor. Figure 3 shows an array of
loudspeakers and the measuring microphones.

 

Figure 3: Setup of WFS array and the measuring microphones
mounted on the positioning system.

The room impulse responses (RIR) between each loudspeaker
and 196 listening points separated5cm and situated over a square
inside the listening area at the loudspeakers horizontal plane were
measured, using several pressure microphones by means of an
automatic positioning system. A set of32 × 196 RIR were ob-
tained using a Maximum Length Sequences (MLS) measurement
method, which has been specially adapted for fast measuring of
multichannel systems [14]. The position of the control points has
been centered within the loudspeakers arrays.

From these RIR, the matrixC containing the room responses
with the direct signal and the first reflections was built. Concretely,
the signals were obtained with a sampling frequency of48kHz,
and decimated to8kHz, because frequencies above2kHz were
no considered because of the aliasing frequency. In our experiment
the minimum spatial aliasing frequency isfal ≈ 950Hz. Each
RIR was windowed in time domain taking only the first50ms.

Then, the bank of inverse filtersH was computed to correct the
undesired effects of the room. First, a time domain algorithm was
used to obtain an ideal channel up to2kHz with the corresponding
delay by means of fast Block Toeplitz solvers. Secondly, the fast
deconvolution method was used in frequency domain to calculate
these filters. In this case, the regularization parameter was used
to constrain the band of interest. In the algorithm, matrixA is
designed to emulate free field conditions.

9 - DAFx'05 Proceedings - 9



Proc. of the 8th Int. Conference on Digital Audio Effects (DAFx’05), Madrid, Spain, September 20-22, 2005

 
(a)

 
(b)

 
(c)

Figure 4: Impulse response between a given loudspeaker and a
point within the listening area: (a) before the compensation al-
gorithm, (b) after compensation by the fast Block Toeplitz solvers
and (c) after the compensation by the fast deconvolution algorithm.

 
(a)

 
(b)

 
(c)

Figure 5: Frequency domain response for filters with length of
512 and 1024 samples: (a) before the compensation algorithm, (b)
after compensation by fast Block Toeplitz solvers and (c) after the
compensation by fast deconvolution algorithm.
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In order to evaluate the system, measures were simulated at
the same listening points with the bank of inverse filters working.
For every virtual source the driving signal of each loudspeaker was
computed with the WFS system. These driving signals were fil-
tered through its corresponding inverse filter bank and added at
each loudspeaker before being rendered. The acoustical path was
simulated convolving the loudspeaker excitation signal by the pre-
viously measured acoustic channels.

3.2. Results

In order to compare the results obtained using Block Toeplitz solvers
in time domain and fast deconvolution algorithm in frequency do-
main, a comparison of the compensation with both algorithms has
been carried out. A randomly selected RIR between a loudspeaker
and a control point has been taken for this purpose.

Firstly, the impulse response has been plotted before and af-
ter applying the bank of filters, figure 4a shows the IR between
the loudspeaker and the microphone before the compensation al-
gorithm. Figure 4b after applying Block Toeplitz, and figure 4c
after applying fast deconvolution. Both methods show very simi-
lar compensation in time domain.

Figure 5a shows the frequency domain response before apply-
ing the compensation filter. Figure 5b represents the same response
after the bank of filters computed in time domain. The upper plot
shows the response with a bank of inverse filters of length of512
samples and the lower plot for a length of1024 samples (10 dB
apart). Both responses are very similar.

In the same way, figure 5c shows the response for fast decon-
volution algorithm using a regularization parameter of0.01. For
a 512 length (upper plot), the filters computed in frequency do-
main contain peaks and deeps in the whole range of frequencies.
These peaks and deeps are due to the circular convolution effects.
With a inverse filter length of 1024 samples, the results for the
fast deconvolution algorithm has a plainer response than before,
but it doesn’t achieve the quality shown by the fast Block Toeplitz
solvers with 512 samples, figure 5b.

In order to evaluate the acoustic filed rendered by the WFS
system, a single source has been simulated within the listening
room. Figure 6a represents the field rendered for a single source of
800Hz with the WFS array in free field. This response accurately
simulates the produced by a real source. Figure 6b shows the same
source but into the real room. The field obtained this way does
not seem as perfect as the obtained in free field conditions due to
the room reflections. The field rendered after applying the inverse
filter bank is shown in the lower figures. Figure 6c represents the
reproduced field with fast Block Toeplitz solvers. Meanwhile, the
fast deconvolution algorithm is represented in figure 6d. In both
cases, a very similar field to the original one is achieved.

4. CONCLUSIONS

A listening room compensation method for Wave Field Synthe-
sis reproduction systems has been presented and validated in the
present work. In contrast to other more computationally efficient
methods [3] based on plane wave decomposition, this approach
carries out time domain multichannel filtering to compensate for
the listening room effects. At first approach, a high number of
control points has been considered inside the listening room, in
order to assure that compensation is achieved in a wide enough
listening area. The number and relative positions of the control

points is beyond the scope of the present work and is a subject of
current research.

The bank of inverse filters has been calculated using two dif-
ferent methods. On one hand, the solution has been obtained in
time domain under the criterion of the minimization of the quadratic
error at all the control points, inverting the pseudoinverse using ef-
ficient algorithms for the inversion of Block Toeplitz matrices. On
the other hand and approximate method calledFast Deconvolu-
tion has been also employed and compared with the first one. Fast
deconvolution is significantly faster than solutions in time domain,
because employs FFT, but needs longer filters than the first method
for achieving equivalent quality filters.

The comparison of the results obtained in the experiments con-
firm that time domain computation avoids the negative circular
convolution effects that appear in frequency domain inversion meth-
ods and allows to achieve the best filter bank for a given impulse
response size under the least squares criterion. The drawback of
time domain computation is the time employed in the computation
of filter bank; some hours for the experiment proposed compared
to seconds in the case of fast deconvolution. Anyway, the filter
bank is computed only once in the set-up stage of the WFS sys-
tem. If the array is not moved from its position, the filter bank
remains the same.

In general the main advantages of employing room correction
using MIMO inversion techniques can be summarised as follows.
The use of direct solutions over the whole area of control takes into
account not only the wall reflections, but also the floor and ceiling
reflections, in contrast with other methods where the simplification
of the problem to 2D does not guarantee the acoustic field accu-
racy within the whole listening area in case of severe ceiling/floor
reflections. The control points within the area of interest could be
placed everywhere. In this way, the control points can be adapted
to the specific listening area that would be controlled. It is also
possible to somewhat correct degradations due to loudspeaker’s
directivity, [15].
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Figure 6: Rendered field by a source signal of800Hz: (a) original source reproduced by WFS in free field, (b) measured field in a real
room, (c) field after applying the fast Block Toeplitz solvers and (d) after the compensation fast deconvolution algorithm.
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