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ABSTRACT

This paper presents a pitch modification scheme, based on the
recursive least-squares (RLS) adaptive algorithm, for speech and
singing voice signals. The RLS filter is used to determine thelinear
prediction (LP) model on a sample-by-sample framework, as op-
posed to the LP-coding (LPC) method, which operates on a block
basis. Therefore, an RLS-based approach is able to preservethe
natural subtle variations on the vocal tract model, avoiding dis-
continuities in the synthesized signal and the inherent frame-delay
associated to classic methods. The LP residual is modified inthe
synthesis stage in order to generate the output signal. Listening
tests verify the overall quality of the synthesized signal using the
RLS approach, indicating that this technique is suitable for real-
time applications.

1. INTRODUCTION

Voice analysis and synthesis have been vastly studied in recent
years, and many applications and methods have been developed
in these areas. Pitch modification, the subject of the present pa-
per, is closely related to voice synthesis, since both systems must
consider particular aspects of the voice production system. Appli-
cations of voice pitch modification include, for instance, prosody
changing, automatic tuning of singing voice and solo to unison
transformation. Since it leads to an efficient parameterization of
the speech signal, an analysis-and-synthesis scheme for pitch shift-
ing algorithms may also be useful in other applications as con-
catenative synthesis of voice [1], voice morphing [2, 3, 4],voice
transposition [5], or voice enhancement for speakers with vocal
disorders [6].

Human speech production is often modeled as a source-filter
system [7]. For voiced sounds the source signal may be modeled
as a pseudo-periodic pulse train, resulting from the vibration of
vocal folds. In such cases, the excitation determines the pitch f0

(perceived fundamental frequency) as well as other characteristics
such as breathness or falsetto emission [8, 9]. Unvoiced sounds are
generated without vocal folds vibration. In these cases, the source
models the turbulent behavior of the air flow as a noise signal. The
filter is responsible for the distinction between phonemes and for
the speaker’s timbre, though the glottal excitation may influence
the timbre too. In frequency domain, voiced speech segmentsare
represented by a train of impulses spaced byfo with their ampli-
tudes multiplied by the filter’s spectral envelope.

Pitch shifting was initially implemented by speed changes in
musical recordings. Although this kind of approach was success-
ful for some instruments, it was not possible to change the pitch

without changing the duration of the signal. For speech signals,
this technique worked very poorly, since it shifted the entire orig-
inal spectrum, resulting in a very unnatural human voice. Suc-
cessful experiences with pitch modification in speech result from
parametric coding techniques [10, 11], that use the source-filter
model discussed above, and from FFT based methods, like the
Phase Vocoder, that is subject tophasinessdistortion [12]. A fam-
ily of non-parametric techniques include thepitch synchronous
overlap-and-add(PSOLA) and its variations [13]. The PSOLA
method segments the signal at pitch periods, then overlaps-and-
adds them back to synthesize the output signal with the desired
pitch characteristics. Extensions of this technique include combi-
nations with the linear prediction and FFT approaches (LP- and
FD-PSOLA) [13, 14].

This paper deals with the pitch shifting problem by using a se-
quential approach to LP-PSOLA. Instead of classical block tech-
niques [11], it uses the recursive least-squares (RLS) adaptive fil-
ter to estimate the LP model in a sample-by-sample manner. This
leads to a more natural sounding synthesized signal with smoother
variations of the LP model than classical block techniques.Param-
eterization of PSOLA techniques adds flexibility towards further
improvements and different applications.

The paper is organized as follows: the overall pitch-modifying
system is presented in Section 2, which comprises a description of
the RLS-based LP modeling and the excitation synthesis using LP-
PSOLA; experimental results illustrating the system performance
are included in Section 3; conclusions and future developments are
pointed out in Section 4.

2. PROPOSED SYSTEM

2.1. LP modeling with RLS algorithm

In the LP model, depicted in Figure 1, thea FIR-filter coefficients
are used to estimate the voice signal spectral envelope, andthe pre-
diction residuale[n] is used to recover the original source signal.

In the proposed scheme, the RLS adaptive algorithm is em-
ployed to determine thea coefficients that minimize the objective
function

ξRLS [n] =
nX

i=0

λ
n−i

e
2[i] =

nX

i=0

λ
n−i (s[i] − bs[i])2 , (1)

where0 ≪ λ < 1 is the so-called forgetting factor and

bs[n] =

PX

p=1

aps[n − p] = aT s[n − 1], (2)
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Figure 1: Block diagram of the LP scheme.

where

s[n − 1] =
ˆ

s[n−1] s[n−2] . . . s[n−P ]
˜T

, (3)

a =
ˆ

a1 a2 . . . aP

˜T
. (4)

The result is a coefficient vector given by

a[n] = R−1[n − 1] p[n] (5)

where

R[n − 1] =
nX

i=0

λ
n−is[i − 1]s[i − 1], (6)

p[n] =

nX

i=0

λ
n−is[i − 1]s[i]. (7)

The values ofR−1[n − 1] and p[n] in Equation (5) can be
calculated in a recursive way, to avoid extra computationalburden,
as given by

p[n] = s[n − 1]s[n] + λp[n − 1], (8)

R−1[n − 1] =
1

λ

»
R−1[n − 2] −

Ψ[n]ΨT [n]

λ + ΨT [n]s[n − 1]

–
, (9)

where
Ψ[n] = R−1[n − 2]s[n − 1]. (10)

For further details on the RLS implementation the reader mayrefer
to [15].

Using the RLS coefficients obtained in the analysis cycle, the
LP model can be employed in the synthesis cycle with a new exci-
tation signale′[n] to get the modified signals′[n] with the desired
pitch characteristics, such that

s
′[n] = e

′[n] − aT [n]s′[n − 1], (11)

as represented in Figure 2. The signale′[n] is obtained frome[n]
using PSOLA algorithm as detailed in Section 2.2.

One may notice that the RLS-LP model is determined for each
time samplen, leading to smooth transitions between consecutive
models. The resulting model quality depends on the choices of
the number of LP coefficientsP and the forgetting factorλ. It

s n[ ] e n[ ]RLS
predictor

e’ n[ ] 1

1 - a z - ... - a z1 P

-1 -P

s’ n[ ]

LPC model

Figure 2: Analysis and synthesis modes using the RLS-LP model.

is possible to show that the RLS sequential solution is a special
case of the classical LP block solutions, withλ controlling the
equivalent length of an exponential analysis window [16]. Proper
values ofP andλ may vary for distinct sampling rates.

2.2. Source implementation

There are several approaches to generate the excitation signale′[n].
The most straightforward is to use an impulse train plus noise for
voiced segments, but it often leads to artificial speech results. Sev-
eral works employ a glottal pulse model [8, 9, 17, 18] to emulate
the vocal effort, the parameterization of which constitutes a cum-
bersome task. One sample of glottal pulse frome[n] can also be
used as a pulse model to generatee′[n] [16].

In this work, the LP errore[n] is used to generate the modified
excitation signale′[n], as illustrated in Figure 2. The desired pitch
is introduced ine′[n] by means of a PSOLA technique applied to
the residual signale[n]. This procedure constitutes the so-called
LP-PSOLA technique [13]. To do that, one applies a peak tracking
algorithm to determine the instants of glottal closure, which corre-
spond to changes in the statistical properties of the signal. Figure 3
illustrates the result of a pitch marking procedure on a speech sig-
nal s[n]. In this figure,pm[n] indicates the pitch marks and the

t

t

s n[ ]

p n[ ]

t

p nm[ ]

Figure 3: Pitch markspm[n] and associated pitch detectionp[n]
of a speech signals[n].

intervalsp[n] are the corresponding pitch periods. The procedure
can be implemented using wavelets [19], by observing variations
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of statistical properties [20], or simply by direct observation of the
amplitude envelope.

Once reliable pitch markspm[n] and pitch periodsp[n] of the
original signal are determined, the desired pitch contour can be
modified as desired. For that purpose, new pitch marksp′

m[n] are
determined corresponding to a new pitch periodp′[n], such that

p
′[n] = β[n]p[n], (12)

whereβ[n] is the pitch-period modification factor, which can be
made variable for natural prosody modification, automatic pitch
correction, vibrato synthesis, and so on. The new pitch marks
p′

m[n] are determined by forcing an interval ofp′[n] samples be-
tween two consecutive marks, such that a pitch mark will be placed
at positionn+p′[n] if n has a pitch mark (i.e. p′

m [n + p′[n]] = 1
if p′

m[n] = 1, where pitch mark positions are indicated by 1).
The next step is to link each new pitch markp′

m[n] with its
corresponding closest peak on the original signalpm[n]. This is
done straightforwardly by comparing the time index ofpm[n] and
p′

m[n], as illustrated in Figure 4.
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Figure 4: Pitch mark association for the synthesized sourcesignal
with: (a) Increased pitch; (b) Decreased pitch.

In the final step of the new source generation, each peak in the
original signal is then segmented, by two half-hanning windows,
starting at the preceding pitch mark and ending at the next one.
The resulting source segments are put together by an overlap-and-
add procedure according to the new pitch periodp′[n] obtained
previously, as given in Figure 5.

3. EXPERIMENTAL RESULTS

This section describes some practical experiments performed with
the proposed pitch-modification system.
Example 1: A portion of a song recorded by a female Brazilian
singer was modified usingβ[n] = 2 andβ[n] = 0.5. Figure 6
shows a small portion of the original and modified signals, whereas
Figures 7 shows their corresponding spectrograms.

The proper pitch modification can be inferred from Figure 6 by
noticing how the modified peaks become more separated or closer
whenβ[n] = 2 andβ[n] = 0.5, respectively. A similar conclusion
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Figure 5: Composition of the new source signal with: (a) Increased
pitch; (b) Decreased pitch. In each case, the dashed lines corre-
spond to the segmentation windows centered at each originalpitch
mark.

can be drawn observing the fringes in the modified spectrograms
in Figure 7.
Example 2: Once again the pitch characteristic of a song was
modified withβ[n] = 2 andβ[n] = 0.5. This time, however,
the recorded voice of a male singer was employed. The time- and
frequency-domain representations of the resulting signals are de-
picted in Figures 8 and 9, respectively.

Once again, from these figures, it is easy to identify the desired
pitch modification, while the original spectral envelope iskept es-
sentially unchanged in all cases.
Example 3: Figure 10 compares the results of the proposed method
and PSOLA for a one-octave decreasing of pitch,i.e. β[n] = 2,
on the same signal employed in Example 1. This figure illustrates
a major drawback of the PSOLA algorithm, which is the signif-
icant energy decrease in between consecutive peak marks when
β[n] > 1. Although larger analysis windows could be employed
in such cases, they could lead to spurious peaks on the synthesized
signal, since adjacent peaks would not be sufficiently reduced by
the analysis windows. These spurious peaks might lead to rough-
ness on the modified signal.

It is worth noting that, instead of directly overlapping por-
tions of the output signal as in PSOLA, the LP-PSOLA intrinsi-
cally keeps the responses to each excitation pulse individualized,
as in the voice production model itself. This feature, coupled with
the smoothly tracked RLS-LP model, allows one to expect thatthe
proposed system can produce a more natural synthesized voice.

4. CONCLUSIONS

A complete system for pitch modification of voice signals waspre-
sented in this paper. Spectral envelope modeling is performed by
an adaptive RLS filter, leading to a sample-by-sample estimation
of the LP model. This results in smooth transitions in the estimated
model, thus yielding a more natural synthesized signal.

The source signal with the desired pitch characteristics isob-
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Figure 6: Extracts of signals in Example 1: (a) Original signal; (b)
Modified signal withβ[n] = 2; (c) Modified signal withβ[n] =
0.5.

tained by applying a PSOLA algorithm on the RLS residual error.
The advantage of this method is to preserve the individuality of
each glottal pulse. Furthermore, in case of insufficient LP-model
order, part of the spectral envelope information is carriedby the
RLS residual error, thus reducing the envelope modeling error in
the synthesized signal. Additionally, the proposed systemis able
to sustain signal information in between pitch marks even for large
pitch-modification factorsβ[n].
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Figure 7: Spectrograms of signals in Example 1 showing that the
original spectral envelope is preserved in all cases: (a) Original
spectrogram; (b) Modified spectrogram withβ[n] = 2; (c) Modi-
fied spectrogram withβ[n] = 0.5.

Informal subjective tests have shown good results for pitch
scale modification in the range0.5 ≤ β[n] ≤ 2, which, in musi-
cal terms, means from an octave downwards to an octave upwards.
This system is currently being tested against standard pitch modi-
fication methods.

The parameterization inherent to the described method sug-
gests the system can be extended to fit voicemorphingapplica-
tions,e.g. male-female conversion, voice transposition, and non-
human voice synthesis for voice editing in cartoons.
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Figure 8: Extracts of signals in Example 2: (a) Original signal; (b)
Modified signal withβ[n] = 2; (c) Modified signal withβ[n] =
0.5.
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Figure 9: Spectrograms of signals in Example 1 showing that the
original spectral envelope is preserved in all cases: (a) Original
spectrogram; (b) Modified spectrogram withβ[n] = 2; (c) Modi-
fied spectrogram withβ[n] = 0.5.
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